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Abstract

In the European hybride XF approach for the Atacama Large Millimeter Array correlator, the
signals are split up in subbands before correlation. To split the signal in subbands filters are
used. The filters generate additional bits. Because the size of the correlator increases with the
square of the number of bits, a bit reduction before correlation is necessary. In this document the
degradation of the system is determined when quantization before filtering and re-quantization
after filtering is applied. From this is concluded that the total degradation of the system can be
represented by the cascading of the degradation factors due to the quantizer and re-quantizer.

Because the input quantizer adds quantization noise, a scaling must be introduced before the
re-quantizer. Also the scaling of the filtering stage must be incorporated. When doing so, the
degradation of the quantizer approximates the degradation of the re-quantizer when the same
amount of bits are used.

Furthermore it is concluded that the best strategy is, to use the same amount of quantization bits
as re-quantization bits. Then, the performance increase is significant. Increasing the number of
quantization bits and re-quantization from 2 to 3, results in a performance increase of 21 percent.
From 3 to 4 bits results in an additional performance increase of 7 percent.

D (%) © ASTRON 2002
ALMA FC Project

-3-



Author: A.W. Gunst Date of issue: March 28, 2002 Scope:  Development

Verified by: J.D. Bregman Kind of issue: Public Doc.nr.: Report-014 ASTRON-28000-R1
Responsible: C.M. de Vos Status: Final File: G:\data\ tekkamer\28000\
Approved by: C.M. de Vos Revision nr.: 1.1 54Brepor.pdf

The ALMA FC study carried out at ASTRON is a contribution to the European ALMA Backend Electronics Team.

Rationale

This report describes the progress made in the determination of the total degradation factor of
the system under consideration. To emphasize the progress made during the study this section
was added.

The filters introduced in the European hybride XF approach extends the number of bits. Because
the size of the processing system after filtering grows with the squared number of bits an additional
re-quantization stage is required. Due to the re-quantization stage the degradation factor of the
total system is increased.

To quantify the degradation factor of the total system first a theoretical first order estimation
is performed for a quantizer. For the first order estimation the quantization noise is assumed as
an added noise component. The estimation is extended for the degradation after filtering and
re-quantization for wideband input noise and narrow band input noise signals. From both was
concluded that the total degradation factor can be described by a cascading of the degradation
factors of the separate quantizers.

To determine an estimate of the degradation factor from simulations a narrowband correlated noise
signal plus a wideband uncorrelated noise signal was considered. When the correlation coefficient
after quantization is plotted as function of the input correlation coefficient, the degradation factor
can be determined from the slope of this curve. A poly fit function is used to estimate the slope
in the zero point.

Using narrowband correlated noise in the passband results in a lower degradation factor after
filtering, when the input signal is quantized. This is due to the fact that the added quantization
noise is wideband and filtered in the stopband. Hence, the correlation coefficient after filtering
increases and the degradation factor decreases. The theoretical improvement in degradation due
to the filtering is calculated and is depedent on the filter characteristics.

The procedure of the determination of the degradation factor is dependent on the correlation coef-
ficient. Therefore the degradation factors are determined for a number of correlation coefficients.
From this was concluded that a correlation coefficient of 0.1 is appropriate for the rest of the
simulations, because in that region the degradation factor remains nearly constant.

For the simulations the degradation factor at several stages was obtained when a correlation
coefficient of 0.1 was used. When the amount of input bits was varied the degradation factor of
the re-quantizer shows dependencies with the input quantizer. This was beyond the expectations.
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To gain a better understanding of this effect the degradation was simulated as function of the num-
ber of re-quantization bits. When the insights in the quantization and re-quantization processes
progressed it was found that the amount of degradation due to the re-quantizer was distorted
because the power of the signal was increased due to the input quantizer. Taken this power into
account reduces the dependency between the quantizer and re-quantizer.

According to the overall degradation it was found that the degradation was approximately the
cascading of both. The optimal situation is to choose the number of input bits the same as the
number of output bits.

The overall degradation factor is enhanced, when the quantizer and re-quantizer levels are chosen
properly. For two input bits and two re-quantizer bits the degradation factor is reduced from 1.76
to 1.26 when more optimal levels are chosen. The error made in the degradation factor can be
reduced by choosing a smaller band of correlated noise or by using more time samples. Furthermore
a manual (0,0) point can be inserted to reduce any offset errors.

Finally the correction for variance increase due to input quantization is made in finite word length
precision (8 bit). The simulation results approximates the results obtained without the finite
precision compensation.
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Introduction

In the European hybride XF approach for the Atacama Large Millimeter Array correlator a number
of digital FIR filters will be used to split the wide band input signal in subbands prior to digital
cross correlation [1]. The FIR filters increase the number of bits in the system. To cope with the
correlator complexity the number of bits is reduced before the cross correlator. This will degrade
the signal. It is important to determine the amount of degradation due to the re-quantization.

The degradation effects of digital cross correlation have been studied already for Gaussian signals
clipped to 1 bit by [2] and two bit by [3, 4, 5]. However, the output of a digital filter operated in
the few bit region is non Gaussian. A computer simulation of re-quantization after a FIR filter was
already performed for the MMA [6]. In [6] a number of auto correlation spectra is presented to
show the effects of re-quantization. However the cross correlation spectra and degradation factor
due to re-quantization was not discussed.

The goal of the documents in the ”Modeling the Effects of Re-quantization for ALMA-FC” series
is to determine the spectra and degradation factor after correlation due to re-quantization. For
this a simulation model is necessary which is discussed in [7]. In the model noise and Continuous
Wave (CW) signals can be used. The effects in the spectral estimation after re-quantization is
covered in [8]. In this document the degradation factor due to the re-quantization is discussed.

In the first section a first order estimation of the degradation factor after quantization is derived.
This is extended to re-quantization in Section 2.1 and Section 2.2 for wideband noise and nar-
rowband noise respectively. The degradation factor in the simulation model is defined at several
stages. How the degradation factors are determined is covered in Section 3. The next section
deals with the simulated degradation factor after filtering. The simulated degradation as function
of input correlation coefficient, input quantization and re-quantization is discussed in respectively
Section 5, Section 6 and Section 7. The overall degradation is covered in Section 8. The optimiza-
tion of the quantizer and re-quantizer levels is outlined in Section 9. Finally in Section 10 the
results with finite length computations are given.
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1 Degradation After Quantization

In this section a first order estimation of the degradation factor after quantization is given. For
this, the quantization noise is assumed to be uniformly distributed. This is approximated by
setting the maximal range default from —4¢ to 40. Furthermore the quantization noise between
both channels of the correlator is assumed to be uncorrelated. This is valid only when the input
correlation coefficient is also small. This applies to the signals used in radio astronomy where
the system noise is normally much larger than the astronomical noise. The correlation coefficient
measured by a continuous correlator is given by:

2

ooy
c — - ) 1
g U%z""g?ﬁ @

where 02, is the correlated input noise power and o7, the uncorrelated input noise power.

When the noise signal is quantized, an uncorrelated quantization noise power of aéi is introduced (a
correlated quantization noise part can be added in the numerator of the equation, but complicates
the approximation). Hence, the correlation coefficient after quantization can be calculated using

2

ot
= L 2
Pd U%«i‘i‘alzji"_géi’ ( )

The quantization power for a n; bit signed quantizer is defined as

2

2 g
0Qi = 12 (3)
with a level increment
k-g
9= 5o (4)

when a maximal range of —k - g to k - g is considered. The input noise power is g2 [7] and can be
written as

92:0?)1"*"7(211‘ (5)
Substituting Eq. (4) in Eq. (3) yields

k2 . g2 _ k2 . g2
122202~ 3. 22

2
0Qi =
Substituting Eq. (6) in Eq. (2) yields

2

UC’i Pec

Pd = = 3 (7)
(02 +08) - (14 55m) (1 + 55)
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n; 1 g k

O.99q5 1.005 | 1.99
0.585 | 1.709 | 2.34
0.335 | 2.985 | 2.680
0.184 | 5.435 | 2.944
0.104 | 9.615 | 3.328
0.056 | 17.86 | 3.584
8 1 0.030 | 33.33 | 3.840

N O Ol = W N

Table 1: Optimal power relation for 2 till 8 bit correlators.

Definining the degradation factor as

results in an estimated degradation of

. L2
D=1+_—_—
T30

(9)
using a quantizer range of —k - g to k- ¢. Since, uniform quantization noise is assumed, the
equations are not valid when the noise is clipping extremely. When £ is chosen small, i.e. the
maximal range of the quantizer is small, the quantizer clipps and the derived approximations are
not valid anymore. However, when k is too large the levels of the quantizers are not at an optimum
and therefore the degradation factor becomes larger. In [9] the optimum equi-distant levels by
simulation are determined for 2 to 8 bit, when also clipping is included. From those results g can
be calculated, when ¢ = 1 is assumed. The value of k can be calculated using Eq. (4). The results
as a function of the number of input bits are listed in Table 1.

In Table 2 the degradation factor obtained in [9] and using the first order estimation of Eq. (9) are
derived when the optimum levels are used. The first order estimation of the degradation factor
approximates the simulated one, obtained in [9]. However, it can be seen that the estimation is
optimistic (clipping is not incorporated). Furthermore the results for £ = 1,2,3 and 4 are also
listed. The results found in [9] are approximated for k& = 3. The estimated degradation factor as
function of the number of input bits is depicted in Fig. 1 for k is 1, 2 and 3.
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ni| D9 |Dkopt) | Dk=1)] D(k=2) | D(k=3) | D(k = 4)
2 1.135 1.083 1.021 1.083 1.188 1.333
3 1.039 1.025 1.005 1.021 1.047 1.083
4 1.012 1.009 1.002 1.005 1.012 1.021
5 1.004 1.003 1.0003 1.001 1.003 1.005
6 1.001 1.001 1.0001 1.0003 1.0007 1.001

Table 2: Estimation of degradation factor for a 2 to 6 bit correlator (for one bit the quantization
noise cannot be assumed to be uniform).

1.8

16}

Est. of D

10 12

Figure 1: Estimated degradation factor for k is 1, 2 and 3.

2 Estimation of Degradation After Re-quantization

In the previous section the degradation factor is estimated when only quantizers are considered.
In this section the degradation factor is estimated when the quantized signal is filtered and re-
quantized. When the input noise signals are wideband, the filter will not change the degradation
factor. This is discussed in Section 2.1. However, when the correlated noise part is within the
passband of the filter only (narrowband noise), the degradation factor after filtering will decrease.
This is caused by the quantization noise which is wideband and filtered in the stopband. Hence,
the total amount of quantization noise will decrease after filtering and therefore the performance

is improved. This is topic of Section 2.2.
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2.1 Wideband Noise Signals

In this section wideband signals are assumed. According to [7] the noise power after filtering is the
noise power before filtering multiplied with ||c||2, with ¢ the coefficient vector of the filter. The
coefficients can be quantized as well. The correlated noise part after filtering O%f can be written
as

oty =0t (lell2)’ (10)

The total noise power after filtering can be written as the sum of the correlated noise part O‘%f,
uncorrelated noise part o3 s and quantization noise part 0’22 s all after filtering.

k2
2 2
0ty +0up+0Gp = (00 + 00 + 04:) - (llell2)” = (0¢; + o) - (1 + 379z " (lell2) (11)

Hence the correlation coefficient after filtering is

2
b o2: - (llell2)
2
08+ Oh T 0y (08 +050)  (1+ 3 - (lell)

Pf = 3 = Pd (12)

From this equation is seen that the degradation factor is not changed after filtering, as expected.

Just before the re-quantizer the noise is re-scaled with a scaler s, [7] which is defined as

Yo
52 = G nena2) (13)

with n; the number of input bits, n. the number of coefficient bits and n, the number of added
bits due to the filtering. The scaler will not affect the correlation coefficient.

Re-quantizing the filtered result, adds again uncorrelated quantization noise. The correlated noise
component after re-quantization o2, will not be affected by the re-quantization stage (quantization
noise is assumed uncorrelated)

2
0%, = 53 oty = 53 oy (ell2) (14)

The total noise power just before the re-quantization is

af =55 (U%f + U?Jf + Uéf) (15)

Since quantization adds noise, the total noise power after the re-quantization is

k.2
3. 22
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with aéT the quantization noise added by the re-quantizer. The quantization step ¢ equals

/{32'0}

= S (17)
with an output quantizer range of —ks - 0y to ks - ;. Hence the quantization noise is
2
2 q k3
18
(TR 22ne (18)
The correlation coefficient at the output of the re-quantizer is
2 2
ocy Ocr
Pr= =7 2 = (19>
Ut +JQT <1+ 32271@)
Using Eq. (15), Eq. (13), Eq. (14) and Eq. (11) results in a final expression of
2
oy — s3- 0% - (llell2)
T 2 k‘2
53+ ((02; + o) - (L+ 5h) - (llell2)?) - (1 + 558)
_ ot
= =
(08 +0t) - (L + 32%) (1+ 3.2—22%) (20)
_ Pe
(1 + 22nz) (1 + 22ne)
_ Pd
(1 + 3. 22ne )
The total estimation of the degradation factor equals
3 Pe K kg
D, =—=(1 (1 21
= ) U ) (21)

Defining the degradation factor due to the first quantizer as D; and due to the re-quantizer as D,
results in a total degradation factor of:

D, =Dy -D, (22)

So, the total degradation factor is the cascading of the degradation factor due to the input quantizer
and due to the re-quantizer.

2.2 Narrowband Noise Signals

In this section the noise is assumed to consist out of a narrowband correlated part, which is in
the passband of the filter and a wideband uncorrelated part. Again, small correlation coefficients

D (%) © ASTRON 2002
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are assumed because the assumption of uncorrelated quantization noise has to hold. Using no
quantization at all the correlation coefficient before filtering is

2

9¢i
P O’%i + a%i (23)
and after filtering
2
0¢i
Pef = < (24)

2 2

with GG the gain of the filter. Since the correlated noise part is within the passband, this part of
the noise is not affected by the filtering operation (passband gain is assumed 1). When the first
quantization stage before filtering is inserted the correlation coefficient becomes

o2,
()
(U%‘i + UIQJi) (T+ K>7

Pd = (25)
with K a constant which is dependent on the scale of the quantizer (see Eq. (7)). Filtering this
signal results in a correlation coefficient of

2

0¢;
_ 26
P 0+ K)+o%, -(1+K) G (26)

Adding a re-quantization stage results in a correlation coefficient of

o2, o2,
Pf= 723 2 o = (02 2 7 (27)
(08 1+ K)+op,- 14+ K)-G)-(1+Ky) (0¢;+0f,-G)-(1+K)- (14 Ky)

This can be rewritten as

pr= Lt
T70+K) - 1+K,)

(28)

and hence the total degradation factor is the cascading of the degradation factor of the quantizer
stage and the re-quantizer stage again.

3 Determination of the Degradation Factor in the Simu-
lation Model

In the previous sections, a first order estimation of the degradation factor was derived. In this
section the degradation factor is determined from the simulation model [7]. In order to do so, the

©ASTRON 2002 D — (%)
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degradation factor is determined from the correlation function. In Fig. 2(a) the input correlation
function is depicted. Fig. 2(b) shows the correlation function after quantization with one bit.
The peak of the correlation function at lag zero shows the initial input correlation coefficient of
1 before quantization and after one bit quantization. The correlation coefficient is for most of
the lags smaller than 0.1. To determine the degradation, for each 7 point the ideal correlation
coefficient is plotted against the correlation coefficient after quantization. This results in 513
points, which are plotted in Fig. 2(c). The points can be connected to each other with a line.
From the correlation function Fig. 2(a) is seen that the correlation coefficient becomes not smaller
than -0.25. Furthermore the sudden crack of p. (region from approximately 0.9 to 1), is caused by
the small peak in the correlation function. There are no intermediate points. When the main lobe
was broader, more large values for the correlation coefficient are found. This is the reason that a
lowpass filtered correlated noise band is used. The smaller the filter is, the broader the main lobe

will be.

Since, the degradation for 1 bit quantization is well known, the simulated digital correlation
coefficient can be compared with the correlation coefficient found from theory. For 1 bit the
relation between the ideal correlation function p.(7) and digital correlation function py(7) obeys
the following relation [2]

pa(T) = %arcsin(pc(T)) (29)

The theoretical relation for 1 bit is depicted in Fig. 2(d). This figure approximates the points
obtained from the simulation (Fig. 2(c)).
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Figure 2: Input (a) and digital (b) correlation function as a function of 7 for one bit and digital
correlation coefficient as a function of input correlation coefficient for simulation (c)
and from the Van Vleck function (d) (¢ = 0.25, p=0.5 and 64k time samples).

The degradation factor is determined from the slope of the graph wherein the degraded correlation
coefficient is plotted against the ideal correlation coefficient, like Fig. 2(c). To determine the slope
the first correlation points in the correlation function (Fig. 2(a)), from 7 = 0 to the first zero
crossing point are used. In this way a single line is obtained with a limited number of points. The
number of points taken depends on the bandwidth of the correlated noise part (determines first

©ASTRON 2002 R — (%)
-16- ALMA FC Project




Author: A.W. Gunst Date of issue: March 28, 2002 Scope:  Development

Verified by: J.D. Bregman Kind of issue: Public Doc.nr.: Report-014 ASTRON-28000-R1
Responsible: C.M. de Vos Status: Final File: G:\data\ tekkamer\28000\
Approved by: C.M. de Vos Revision nr.: 1.1 54Brepor.pdf

The ALMA FC study carried out at ASTRON is a contribution to the European ALMA Backend Electronics Team.

zero crossing) and the resolution in delay steps. Therefore a broad main lobe is desired, i.e. a
small band limited correlated noise signal. A correlated noise band of 0.1 f, is chosen. The number
of lags is set at a constant (512). A polyfit function of Matlab [10] is used to find a polynomial fit
of the data obtained. The polyfit function finds the coefficients of a polynomial of degree n that
fits the data in a least squares sense [11]. A degree n of 1 is chosen. Hence, the data is fitted to a
straight line y(z) = a + b - z. The goal is to find b with the polyfit function. Since, it is important
for the polynomial fit to have data points already on a straight line, a small input correlation
coefficient is used. However, for small correlation coefficients the simulated values are influenced
relatively more by the variance. Therefore the correlation coefficient must not be too small. The
input correlation coefficient is chosen in Section 5.

According to Eq. (55) in Appendix A the errors variance made in b, considering a normal dis-
tributed error of the data points with variance ng, equals [11]

0% = Py (30)

with V, the number of data points defined and

1+ p?
2 o c
Ty = — (31)
Hence, the variance of b can be rewritten as
N, - (1+ p?
0_2 — P ( + pc) (32)

2 b
N ('Np Z;N:ﬁ %2 - (vazpl xz) )

with N the number of time samples. For N = 64k, N,=5, p. = 0.5 and the datapoints
{0.50,0.47,0.38,0.25,0.12} the variance of coefficient b and hence the error in the degradation
factor is approximately 3 - 1075, The standard deviation equals approximately 6 - 1073. Con-
sidering a maximal error of 4 - ¢ results in a maximum error of 0.02 (probability of errors
larger is in the order of 107%). When a correlation coefficient of 0.1 is used (with datapoints
{0.095,0.093,0.076, 0.048,0.026}) the variance in the degradation factor is approximately 91074,
while the maximum error for a 4 - ¢ boundary is 0.12.

The correlation function is obtained at each stage of the system, to understand the correlation

coefficient degradation throughout the system. This is done with and without input quantization.
The correlation coefficients are defined in Fig. 3.
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(1) w® | or .
\/ \/ 22(t)
Ds

D: Ds

(a) (b)

Figure 3: Definition of several correlation coefficients at different stages of the simulation model
with input quantizer (a) and without input quantizer (b).

From the correlation coefficients a number of degradation factors can be defined:

D, ="
P1
D, =L
P2
D3 - &
P3
Dy =L
D5 - &
Ps
De =2
P3
D, =
Ps
Dg — &
P2

The end to end degradation factor of the system is D3 and according to Section 2.2 this can be
calculated with

D3 = Dy - Dy - Dg (34)
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4 Estimation of Degradation After Filtering

Depending on the spectral distribution of correlated and uncorrelated noise, spectral filtering does
change the degradation factor observed in the output signal of the filter. Normally the observed
noise is wideband and for that case the spectral filtering does not change the degradation factor.
However in this document band limited noise was assumed. The degradation factor after filtering
is derived in this section.

Recalling the equation for calculating the correlation coefficient

2

0¢i
(& == 9 35
P U%i +‘7%i (35)

with ¢, the correlated noise power and ¢, the uncorrelated noise power and re-arranging this,
yields for the uncorrelated part

2
(1= p,
U%i:w (36)

When the correlated noise part is in the passband, the correlation coefficient after filtering becomes

_ %t (37)
e U%i—'—G'O_(Zﬁ’
with G a filter dependent gain of wideband noise signals, which can be written as
Je Je
G=1|1- -0 -0 38
( 057.) 2T o055 (38)

with f; the sample frequency, f. the cut off frequency, ¢; the gain in the passband (assumed 1)
and J, the gain in the stopband. Substituting Eq. (36) in Eq. (37) yields

pr = 0¢ !
F=0Ci T A 1

1—;G . (39)
_pc+G'(1_pC)

Using a low pass filter with f. = 0.25f, results in a G of %2 —|—%. Hence the correlation after filtering
is

Pe
pr = ; (40)
pet (3 +3) (1—p)

Assuming a correlation coefficient of 0.5, a low pass filter with a suppression of 20 dB results in
a correlation coefficient after filtering of approximately 0.66. The simulation gave a correlation
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coefficient of 0.67 after filtering. The filtered correlation coefficient p4 as function of the continuous
correlation coefficient is drawn in Fig. 4(a). A couple of deteriorated small points can be notified.
Not all points are concentrated in the origin, when the input correlation coefficient is zero. How-
ever, most of the points are located at the origin, when the input correlation coefficient is zero.
The reason for the deteriorated points is the filter. Due to the filter the correlation function is
changed and also the zero crossings are affected. Therefore for an input correlation coefficient of
zero, the output correlation coefficient is not zero. To compare the result of a quantized signal after
filtering, the reference signal must be also after filtering. From this two additional degradation
factors can be defined:

Dg - &

o (41)
Dyy = —

P3

It is expected that Dy is approximately Dy and Dyq is approximately D; - Dg.

The correlation coefficient after quantizing the signal with 1 bit is depicted in Fig. 4(b). This line
approximates the van Vleck curve (indicated as p;, the dots are not connected). For a maximum
input correlation coefficient of 0.5, a digital correlation coefficient of 0.33 is obtained. Filtering
the quantized signal increases the correlation coefficient as shown by the p, dots. After filtering
the correlation line approximates the input correlation. Again this is caused by the correlated
noise, which is in the passband. In practice the correlated noise will be wide band as well and the
correlation coefficient is not influenced by the filter operation. For clarity also the ideal correlation
coefficient p. is drawn.
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Figure 4: The filtered correlation coefficient p4 (a) and quantized (filtered) correlation coefficients
(b) as a function of the input correlation coefficient (n;,=1, n.=1, p = 0.5, ¢ = 1 and
the number of time samples is 64k).

5 Degradation as Function of Correlation Coefficient

In Section 3 was mentioned that the input correlation coefficient must not be too large and not too
small. Therefore in this section the degradation factor dependency on the correlation coefficient is
determined for one input bit and three output bits. In this way a correlation coefficient region can
be determined, where the degradation factor is more or less constant. The degradation factors are
determined for a number of input correlation coefficients. The results are listed in Table 3. Three
regions can be distinguished. In the upper region (p. > 0.2) the correlation coefficient line is not
linear. Degradation factor D is decreasing because the derivative of the line is decreasing for that
region. For the lower region the variance of the correlation coefficient measurements is relative
large compared with the measured correlation coefficients. Here, degradation factor D, and Dg are
far from constant. In the center region both degradation factors are constant, because the relation
is almost linear. Therefore, the results in the remainder of this document are discussed for a
correlation coefficient of 0.1. The degradation factors Dg and D, are determined by a correlation
coefficient p; which is larger than the input correlation coefficient. Here less constant values can
be observed. In Section 2.1 was derived that the total degradation factor can be approximated as
a cascading of the degradation factors of each operation. So, the following equations must hold:

D3 = Dy - D - Dg (42)
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Pe 1 Dy | Dy | Dy | Dy | Ds | Dg | D7 | Dg | Dy | Dyg
0.025 | 0.048 | 1.66 | 0.94 | 1.08 | 0.52 | 0.76 | 1.15 | 1.39 | 0.54 | 1.78 | 2.03
0.05 | 0.09 | 1.57]10.79]0.84 048 | 0.63 |1.06 | 1.29 | 0.51 | 1.64 | 1.75

0.1 0.18 1 1.60 | 0.79 | 0.82 | 0.50 | 0.60 | 1.03 | 1.18 | 0.50 | 1.57 | 1.62

0.2 0.33 | 1.60 | 0.83|0.86 | 0.55]0.62|1.03|1.12|0.52| 1.50 | 1.55

0.3 046 | 1.58 | 0.87 1 0.91 | 0.60 | 0.66 | 1.04 | 1.10 | 0.55 | 1.45 | 1.51

0.4 0.57 | 1541090 1|093|0.65|0.71|1.03]1.10]0.59]|1.39]| 1.43

0.5 0.66 | 1.50]0.93|0.96|0.70 | 0.76 | 1.03 | 1.09 | 0.62 | 1.34 | 1.37

Table 3: Degradation factors as function of correlation coefficient for n; =1 and n, = 3.

and
Ds = Dy - Dy (43)
Concentrating on the results for a correlation coefficient of 0.1 results in
Dy - Ds-Dg=1.60-0.50-1.03=0.82~ D (44)
and

Dy D7 =0.5-1.18 = 0.59 ~ Ds (45)

Furthermore D, approximates Dg, while the input correlation coefficient for both situations differ.
D¢ does not approximate D, for reasons that will become clear in Section 7. For an input correla-
tion coefficient of 0.1, a py of 0.12 and a p4 of 0.18 was measured. For larger correlation coefficients
the slope is larger and hence the degradation factor is smaller. This effect is also shown in Table 3
when D; is compared for all correlation coefficients. Increasing the input correlation coefficient
results in a decrement of the degradation factor.

From Section 4 was expected that Dy is approximately D; and Dy is approximately D - Dsg.

For a correlation coefficient of 0.1, D; equals 1.60 and Dy equals 1.57. Finally Dq is 1.62 and
D, - Dg=1.65.

6 Degradation as Function of Input Quantization

In this section an overview is given of the simulation results when the output re-quantizer is set to
a constant of 3 bits and the number of input bits is varied. The results for the degradation factor
D; can be compared with the results found from the estimated degradation factors in Section 1,
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2 1.083 1.132 1.333 1.306
3 1.025 1.063 1.083 1.081
4 1.009 1.033 1.021 1.013
D 1.003 0.998 1.005 1.002
6 1.0009 1.002 1.001 0.999

Table 4: Estimated and simulated degradation factor after first quantization stage for a 2 to 6 bit
correlator, when k is chosen optimal and more conservative ().

considering quantization only. For this a conservative value for k£ of 4 is chosen. Furthermore a
more optimal value for k is used. The estimated results together with the simulation results are
listed in Table 4 for 2 to 6 input bits. The table shows that the estimation is more valid for a
small number of bits. For these cases the degradation factor is relative large and robust for small
deviations.

Table 5 shows the simulated degradation factors as a function of n;. In this table is shown that
the degradation factor Dg is almost constant when the number of input bits is varied (variation
< 0.01). The small changes are caused by the variation in correlation coefficient (see Table 3).
The correlation coefficient after the first quantization stage is dependent on the number of input
bits. The correlation coefficient after 1 bit quantization is smaller due to the large uncorrelated
quantization noise added.

Interesting to note is that for some reason the degradation factor Dy is influenced by the number
of input bits. This was not expected from the first order estimations derived in Section 1. When
no input quantizer is present, the described effect is not notified (D; remains constant). So, the
combination of input quantization and filtering causes a not predicted increase in the degradation
factor of the re-quantizer to a certain limit. Now, the question arises how much the variation is
when a different number of output bits are chosen. This is addressed in the next section.

Furthermore Table 3 shows that D; ~ Dg and D, - Dg = Dq.

7 Degradation as Function of Re-quantization

In the previous section was notified that the degradation factor of the re-quantizer is influenced
by the input quantizer. Therefore the results of Dg are measured when n; and n. are varied
from 1 to 8 bits. In Fig. 5(a) the degradation factor of the re-quantization stage Dg is plotted
against the number of input bits (from 1 to 12). For a small number of input bits the degradation
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n; D, D, D3 D¢ Dy Dy Dyy | Dy- Ds
1.596 | 0.790 | 0.816 | 1.032 | 0.501 | 1.57 | 1.62 1.65
1.306 | 0.638 | 0.685 | 1.072 | 0.494 | 1.27 | 1.36 1.40
1.081 | 0.533 | 0.592 | 1.109 | 0.497 | 1.06 | 1.18 1.20
1.013 | 0.511 | 0.587 | 1.150 | 0.504 | 1.01 | 1.17 1.16
1.002 | 0.504 | 0.580 | 1.149 | 0.503 | 1.00 | 1.15 1.15
0.999 | 0.502 | 0.590 | 1.173 | 0.503 | 1.00 | 1.17 1.17
1.000 | 0.503 | 0.593 | 1.178 | 0.503 | 1.00 | 1.18 1.18
8 | 1.001 | 0.504 | 0.598 | 1.187 | 0.503 | 1.00 | 1.19 1.19

N O Ol Wi

Table 5: Simulated degradation factors for a 1 to 8 bit correlator when k=4 and n. = 3 bit.

factor increases significantly when the number of input bits is increased. The value converges to
a constant level, i.e. the level when no input quantization is used (D7). From the figure is seen
that the degradation factor Dg is worse than D; given the same amount of bits.

Figure 5: Degradation factor Dg as function of n; for n. is 1, 2, 3 and 4 (64k time samples, 512
lags used and an input correlation coefficient of 0.1).

The degradation factor Dg is larger than expected for two reasons. First the gain of the filter is
compensated with the number of coefficient bits and number of generated bits due to the addition
in the FIR filter. The real gain of the filter is determined by |c||; and is less (added bits are
determined with a ceiling operation, see [7]). Compensating with the number of bits leads to
more suppression and therefore the levels of the re-quantizers are not put on the same positions
as the input quantizer. The re-quantizer levels are more conservative in this way, therefore the
degradation factor will be larger. However, g, in the second scaler sy (Eq.( 13)) can be set in such
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a way that the result is compensated for the real gain in the filter . Additionaly g, can also set
the levels of the re-quantizer to a different setting than the input quantizer. For clarity a new sg

is defined:

9o
lell2 - g

(46)

Sop =

When the re-quantizer is set to the same level as the input quantizer and the number of bits of
both is the same, the g terms are cancelled. Taking quantizer ranges of —4c¢ to 40 results for noise
only in a ¢ of 2%73 and a g, of 2™3.

Using a better compensation for the filter gain, results in more optimal degradation factors. How-
ever, the dependency of the input quantizer is still not cancelled completely. This is due to the
extra quantization noise which is added in the input quantization stage. In this way the variance
is increased and the optimal scaling has to be modified, dependent on the number of input bits.
For this purpose g, can be used again. Doing so, results in a re-quantization which is more or less
independent of the input quantizer. For this case g, must be made dependent on the variance of
the noise after filtering 2.

The differences in Dg when traditional scaling, optimal filter scaling and additionally input variance
compensation scaling is used is listed in respectively Table 6, Table 7 and Table 8. From the tables
can be seen that the results are not changed for 1 bit (the transistion level is at zero and not
dependent on scaling). Table 6 shows a larger degradation factor as Table 7 for a small number
of input bits, because the levels are more conservative. Correction for the added variance due to
the input quantization deteriorates the degradation factor for a small number of input bits. This
is due to the non optimal scaling which is used. A rather conservative range of —40 to 40 was
chosen. When, there is no correction for the extra variance the scaling is larger and hence the
range is taken smaller, i.e. there is more clipping. This results in a more optimal degradation
factor. In Section 9 the optimal levels are exploited. In Table 8 a more constant Dg is shown, when
the number of input bits vary (except for 1 bit). When for the last situation n,. is varied from 1 to
4 and n; is set to 3 a degradation factor Dg of respectively 1.61, 1.37, 1.09 and 1.01 is measured.
If now n; is varied from 1 to 4 and n, is set to 3 a degradation factor D of respectively 1.60, 1.31,
1.08 and 1.01 is measured. Both are approximating each other and therefore the quantization of
the input quantizer and re-quantizer can be treated separately and are independent of each other
in the first order. The behavior of the re-quantizer is the same as for the quantizer.

I This is not possible when using finite precision computations. See Section 10
2This is not possible when using finite precision computations. See Section 10
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ne
ng| 1] 2 ] 3 ] 4
1 | 1.43]1.091.03 | 1.01
2 | 1.53 ] 1.35 | 1.07 | 1.02
3 1161|149 |1.11 |1.03
4 1169|155 |1.15|1.03

Table 6: Degradation factor Dg when the traditional scaling (Eq.( 13)) is used as function of n;

and n,.

ne
ng| 1] 2 ] 3] 4
1 | 1.43]1.06 | 1.00 | 1.00
2 | 1.53]1.28|1.04|1.01
3 1161132 |1.08 |1.02
4 11.69|1.38|1.08 |1.03

Table 7: Degradation factor Dg when the real scaling of the filter is incorporated (Eq.( 46)) as

function of n; and n..

ne
ng| 1] 2 ] 3] 4
1 [143]1.42]1.10] 1.03
2 | 1.53 | 1.35 | 1.09 | 1.03
3 | 1.61|1.37]1.09 ] 1.01
4 | 1.69|1.41]1.10 | 1.04

Table 8: Degradation factor Dg when the real scaling of the filter is used and the variance is
compensated for the added input quantization noise as function of n; and n..
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ne
ng| 1 ] 2 ][ 3[4 ] 5]6 ] 7]38
1 [228[226[1.75]1.64[1.61]1.61]1.60]1.60
2 1200176 |1.43| 135|132 131|131 1.31
3 |1.74 148 |1.18|1.10|1.09 | 1.08 | 1.08 | 1.08
4 | 171|143 ]1.11|1.05]1.02|1.011.01|1.01
5 |1.69|1.44|1.10|1.03|1.01 | 1.01 | 1.00 | 1.00
6 |1.70 | 1.43 | 1.10 | 1.03 | 1.01 | 1.00 | 1.00 | 1.00
7 1169 |1.43|1.10|1.03 | 1.01 | 1.00 | 1.00 | 1.00
8 |1.71 144 |1.10|1.03 | 1.01 | 1.01 | 1.00 | 1.00

Table 9: Total degradation factor Dy - D¢ (= Dig) as a function of the number of input bits and
output bits.

8 Overall Degradation

In this section the overall degradation factor D; - Dy is discussed when the number of input bits and
number of output bits are varied from 1 to 8. For this the variance after filtering is measured and
the signal is set for both quantizers to the —4o0 to 40 range. The results of the total degradation
of the system D, - Dy are listed as function of n; and n. in Table 9. Because the effects of
quantization and re-quantization are more or less the same, a symmetric table was expected. This
is approximately true. However, the amount of re-quantizer bits tends to have more influence than
the amount of input bits, i.e. it is better to have more re-quantizer bits than input bits (if n; > 1
and n, > 1). The differences are minimal, but never the other way around. This can be explained
by taking the filter into consideration. Half of the input quantization noise is filtered by the filter.
Because the correlated noise signal is in the passband, nothing of the desired correlated noise is
filtered and therefore the correlation coefficient is increased due to the filtering. This leads to an
decrease in degradation factor. For wideband signals this does not apply. According to Table 9
the best strategy is to choose the number of input bits the same as the number of re-quantization
bits. The degradation factor is still quite high. Therefore Section 9 determines the degradation
factor for more optimal equi-distant levels.

9 Optimal Quantization and Re-quantization Levels

In the previous sections a conservative quantizer range was chosen. In this section the quantizer
range is chosen more optimal. The levels however, remain equi-distant. The scaling is based on
the results found in [12]. The value of ¢ and k is listed in Table 1 as a function of n;. The input
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quantizer and output quantizer (with quantities go and ks) are both scaled according to Table 1.
Furthermore the scaling of the re-quantizer is compensated for the variance increase due to the
input quantizer, after filtering. Eq. (46) is used for the filter scaling.

The degradation factor D; and Dg as a function of the number of input bits and output bits for
the non-optimal and optimal case are shown in Fig. 6(a) and Fig. 6(b) respectively. The optimal
degradation factor found after input quantization approximates the one found in the literature.

ne:3 n=3
1.8 18

1.6§ 1.6

1.4y

non optimal non optimal

1.2¢ 1.2

optimal optimal

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

() (b)

Figure 6: The optimal and non-optimal degradation factor D; as function of the number of
input bits (a) and the optimal and non-optimal degradation factor Dg as function of
the number of output bits (b) (¢ = 1, n. = 16, 512 lags and 64k time samples).

In Table 10 degradation factor D; is listed as function of the number of input bits and output bits.
From the table can be seen that degradation factor D; is independent of the number of output
bits. From Table 11 can be seen that the degradation factor of the re-quantizer is dependent on
the number of bits of the quantizer. This is probably caused by the correlation coefficient which
is changed dependent on the number of input bits. Another effect can be the number of time
samples and the procedure to determine the degradation factor.

The error can be reduced by taking more time samples, a smaller band of correlated noise (results
in more data points for the data fitting) or by inserting the zero-zero point manually in the
correlation coefficient graph. The last option can be done to force a line through the origin. This
reduces the variance of the error slightly (number of data points is increased from 5 to 6). Doing
so, results in a more predictable value for Dg when n, is 1 bit and n; is varied. The results for
degradation factor Dg are listed in Table 12 for n; and n. ranging from 1 to 4 bit. From now on
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1.60
1.13
1.06
1.03
1.00
1.00
1.00
1.00

1.60 | 1.60 | 1.60
1.13 | 1.13 | 1.13
1.06 | 1.06 | 1.06
1.03 | 1.03 | 1.03
1.00 | 1.00 | 1.00
1.00 | 1.00 | 1.00
1.00 | 1.00 | 1.00
1.00 | 1.00 | 1.00

1.60
1.13
1.06
1.03
1.00
1.00
1.00
1.00

1.60 | 1.60
1.13 | 1.13
1.06 | 1.06
1.03 | 1.03
1.00 | 1.00
1.00 | 1.00
1.00 | 1.00
1.00 | 1.00

Table 10: Degradation factor Dy as a function of the number of input bits and output bits when
optimal equi-distant levels are used.
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1 | 2 [ 3] 4] 5]6 | 7]3

0 1 O Ui W N

1.43
1.50
1.69
1.67
1.60
1.69
1.68
1.67

1.09
1.09
1.13
1.13
1.12
1.15
1.14
1.14

1.04 | 1.01 | 1.01
1.03 | 1.01 | 1.00
1.03 | 1.01 | 1.00
1.04 | 1.01 | 1.00
1.04 | 1.01 | 1.00
1.04 | 1.01 | 1.00
1.04 | 1.02 | 1.00
1.03 | 1.02 | 1.00

1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

1.00 | 1.00
1.00 | 1.00
1.00 | 1.00
1.00 | 1.00
1.00 | 1.00
1.00 | 1.00
1.00 | 1.00
1.00 | 1.00

Table 11: Degradation factor Dg as a function of the number of input bits and output bits when
optimal equi-distant levels are used.
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ne
| 1 ] 2 ]3] 4
1 [ 148]1.07 | 1.03 | 1.1
2 | 1.50 | 1.11 | 1.03 | 1.01
3 |1.63|1.13 | 1.04 | 1.01
4 | 1.60 | 113 | 1.04 | 1.01
5 | 1.57 | 112 | 1.04 | 1.01
6 | 1.61 | 1.14 | 1.04 | 1.01
7 | 1.61 | 1.14 | 1.04 | 1.01
8 | 1.61 | 1.14 | 1.04 | 1.02

Table 12: Degradation factor Dg

as a function of the number of input bits and output bits when
optimal equi-distant levels are used (64k time samples used). Now the (0,0) point is
inserted in the correlation coefficient graph, to be used for the polynomial fit.

ne
ng| 1] 2 ] 3] 4
1 |1.50]1.07]1.03]1.01
2 | 1.52 [ 1.11 | 1.03 | 1.01
3 | 1.54]1.13|1.04 | 1.01
4 | 1.55|1.13 | 1.04 | 1.01
5 | 1.56 | 1.13 | 1.04 | 1.01
6 | 1.56 | 1.13 | 1.04 | 1.01
7 | 1.56 | 1.13 | 1.04 | 1.01
8 | 1.55 | 1.13 | 1.04 | 1.01

Table 13: Degradation factor Dg

as a function of the number of input bits and output bits when
optimal equi-distant levels are used (1M time samples used).

all the results listed are included with the (0,0) data point.

To reduce the variance of the error, in Table 13 the degradation factor Dg is listed when 1M time
samples are used. From this table can be seen that the results of Dy is more independent of n;.
The degradation factor Dg has a larger variance in the error for a low amount of input bits than
for a larger amount of input bits, because the correlation coefficient after quantizing is smaller
for a low amount of bits. This can explain the variation for a low amount of bits. Assuming a
correlation coefficient of 0.1 before filtering and 0.18 after filtering, results for 64k samples, 6 data
points in an error of 0.11 and 0.06 respectively (assuming a 4 - o bound). So, when the correlation
coefficient is smaller the error is larger. Using 1M samples results in errors of maximal 0.03 and

0.01.
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ne
ng| 1 ] 2 ][ 3[4 ] 5]6 ] 7]38
1 [232[166]1.60]1.56]1.56][1.55]1.55] 1.55
2 [ 172126117 |1.14 | 1.13 | 1.13 | 1.13 | 1.13
3 11.60|1.17|1.08|1.05|1.04 | 1.04 | 1.04 | 1.04
4 | 157 |1.15]1.05|1.02|1.01|1.011.01|1.01
5 | 1.56 | 1.14 | 1.04 | 1.01 | 1.01 | 1.00 | 1.00 | 1.00
6 |1.56 | 1.13 | 1.04 | 1.01 | 1.00 | 1.00 | 1.00 | 1.00
7 1156 | 1.13 | 1.04 | 1.01 | 1.00 | 1.00 | 1.00 | 1.00
8 | 1.55 | 1.13 | 1.04 | 1.01 | 1.00 | 1.00 | 1.00 | 1.00

Table 14: Degradation factor Dy - Dg as a function of the number of input bits and output bits
when optimal equi-distant levels are used (1M time samples used).

Te
n| 1] 2] 3]4 ] 5]6 ] 7]38
1 [2241.60 154151150150 [1.50 | 1.50
2 | 170 (124 | 1.15 | 1.12 | 1.12 | 1.12 | 1.12 | 1.12
3 | 159 [ 117 | 1.07 | 1.05 | 1.04 | 1.04 | 1.04 | 1.04
4 | 1.56 | 1.15 | 1.05 | 1.02 | 1.01 | 1.01 | 1.01 | 1.01
5 | 1.56 [ 1.14 | 1.04 | 1.01 | 1.01 | 1.00 | 1.00 | 1.00
6 |1.56 [ 1.13 | 1.04 | 1.01 | 1.00 | 1.00 | 1.00 | 1.00
7 | 1.56 | 1.13 | 1.04 | 1.01 | 1.00 | 1.00 | 1.00 | 1.00
8 |1.55|1.13 | 1.04 | 1.01 | 1.00 | 1.00 | 1.00 | 1.00

Table 15: Degradation factor Dyg as a function of the number of input bits and output bits when
optimal equi-distant levels are used (1M time samples used).

For the last situation Table 14 shows the total degradation factor D; - Dg and Table 15 shows the
total degradation factor D;g. Degradation factor Dyq is smaller because the correlation coefficient
after filtering is larger (0.18 in stead of 0.1). This statement was verified by a simulation with an
input correlation coefficient of 0.18.

From the results in Table 15 can be seen that the performance increase of a 2 bit quantizer and
re-quantizer to 3 bit is more significant (1.24-1.07=0.17) than from 3 to 4 (1.07-1.02=0.05). This
can be translated in a collective area reduction of 17 respectively 5 percent. Furthermore it can
be seen that it is more profitable to use more re-quantization bits than quantization bits, than the
other way around. This is caused by the filtering and the assumption of narrowband correlated
noise. The best strategy is to use an equal amount of quantizer and re-quantizer bits.

More optimal degradation factors can be found when the levels are also chosen not equi-distant [4,

D (%) © ASTRON 2002
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5]. This is not covered in this document. From the results obtained can be concluded that the
total degradation factor using non-equidistant levels can be calculated from the results of the single
quantizers with non-equidistant levels.

10 Finite Length Computations

In Section 7 two additional modifications to the model were made in order to make the re-quantizer
degradation independent of the quantizer degradation:

1. correction for the real filter scaling;

2. correction for the variance increase due to the input quantization noise.

Both corrections cannot be implemented straightforward when finite length computations are
used. The first correction cannot be used at all (the filter scaling is already corrected with s,).
For the second correction the noise power after filtering is measured. The power is related to the
expected power when no input quantizer is present. This relation is multiplied with the signal.
For finite precision the relation must be quantized as well. Also the power measurement must be
implemented. Another strategy is to use an estimation, based on the assumption of uniform noise.
Considering a quantization step ¢ of 1 the correction becomes:

g
p— (47)
9+ Ui
Quantizing this relation with 8 bit and using no additional filter correction results in approximately
the same degradation factors as obtained before. For the sake of completeness the results of the

total degradation factor Dy - Dg for 1M samples is given in Table 16.

©ASTRON 2002 D — (%)
-32- ALMA FC Project



Author: A.W. Gunst Date of issue: March 28, 2002 Scope:  Development

Verified by: J.D. Bregman Kind of issue: Public Doc.nr.: Report-014 ASTRON-28000-R1
Responsible: C.M. de Vos Status: Final File: G:\data\ tekkamer\28000\
Approved by: C.M. de Vos Revision nr.: 1.1 54Brepor.pdf

The ALMA FC study carried out at ASTRON is a contribution to the European ALMA Backend Electronics Team.

ne
ng| 1 ] 2 ][ 3[4 ] 5]6 ] 7]38
1 [232[181]1.63[1.58]1.56][1.55]1.55] 1.55
2 (172130119 | 1.15| 1.14 | 1.13 | 1.13 | 1.13
3 11.60(1.19|1.09 | 1.06 | 1.05 | 1.04 | 1.04 | 1.04
4 | 157 |1.15]1.06|1.02|1.02|1.01|1.01|1.01
5 | 1.56 | 1.15 | 1.05 | 1.02 | 1.01 | 1.00 | 1.00 | 1.00
6 |1.56 | 1.15 | 1.05| 1.01 | 1.01 | 1.00 | 1.00 | 1.00
7 1156 |1.15 | 1.05| 1.01 | 1.01 | 1.00 | 1.00 | 1.00
8 | 1.55 | 1.15 | 1.05| 1.01 | 1.00 | 1.00 | 1.00 | 1.00

Table 16: Degradation factor Dy - Dg as a function of the number of input bits and output bits
when optimal equi-distant levels are used and finite length computations are considered
(1M time samples used).

Conclusions and Recommendations

In this document a first order estimation of the total degradation factor of a system consisting out
of a quantizer, filter and a re-quantizer is given. From this is concluded that the degradation of
the total system can be approximated by the cascading of the degradation factor of the quantizer
and degradation factor of the re-quantizer. Because the input quantizer adds quantization noise,
a scaling must be introduced before the re-quantizer. Also the scaling of the filtering stage must
be incorporated. When doing so, the same optimal levels of the re-quantizer can be set. In this
way it was shown that the operation of the re-quantizer was not dependent on the quantizer in
first order. Furthermore a first order estimation was done, representing the quantization noise as
an additive noise source. The results of the estimation approximates the simulation.

From the results appeared that the best strategy is to use the same amount as input bits as re-
quantization bits. Just like a single quantizer the performance increase for a low amount of bits is
much higher than for a large amount of bits. For a single quantizer, the performance increase from
2 to 3 bit is about 10 percent. Going from a 2 bit quantizer and re-quantizer to a 3 bit quantizer
and re-quantizer in the simulation model results in a performance increase of 21 percent. And
from 3 to 4 bit in a performance increase of 7 percent. These numbers can be translated directly
in an increase of collective area.

For further study it is recommended to address the effect of optimal quantization within a FIR
filter implementation. This will complicate the simulation model even more and increase the
simulation time required. Furthermore non equi-distant quantizer and re-quantizer levels can be
incorporated. Finally a correction can be estimated, which reduces the effects of quantization and
re-quantization.
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A Error in Straight Line Data Fitting

Consider N, data points (z;,y;), each with variance o7 (normal distributed), which have to be fitted
into a straight line y(x) = a + b - x (degree n = 1). According to [11] (Section 15.2, Eq. (15.2.9))
the variance of a and b can be calculated with

0_2 o S:m:
oA (48)
, S
Ub - -
A
with S defined as
g3 L (49)
— p
=1 !
and A as
A=S8-S,—(S,)? (50)
Furthermore S, is defined as
Ny
T4
Spp = -
=1
and S, as
N, o
T — _Z, 2
S 2 p (52)

with V), the number of data points. The data points are dependent on various parameters, therefore
an upper bound for variance o} is defined (the variance of a is not of interest for this document).
Furthermore the variance on each data point is assumed equal (is justified in [8] because N >> M
and the data points are near lag zero). Than,

S =", (53)
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with o2 the variance on each data point. Substituting Eq. (51), Eq. (52) and Eq. (49) in Eq. (50)
and assuming the variance on each data point to be equal, results in

2
2 Np
i i
A= Z Z 2\ Lo
’L =1 (2
N 2
N P
2Ly (S &2
Pzy sz i=1 sz i=1
1 U
=~ |V Z Gl DL
Pzy i=1
Hence, the variance of b yields,
N, - o?
of = P (55)
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