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Overview of the LOFAR Signal-Processing

Architecture

André W. Gunst, Ronald Nijboer, and John W. Romein

Abstract

LOFAR is the first of a new generation of phased-array radiestopes, that combines the sig-
nals from many thousands of simple, omni-directional amésn rather than from expensive dishes. Its
revolutionary design and unprecedented size enables\aigsrs in the hardly-explored 10-240 MHz
frequency range, and allows the study of a vast amount of m&mce cases.

This paper describes the LOFAR signal processing chain fremantennas in the field to the central

processing. The central processing involves in real-tinoegssing and offline calibration and imaging.

. INTRODUCTION

LOFAR is an acronym foL.Ow FrequencyARray, a phased-array radio telescope operating in the 10
to 240 MHz frequency range. Its design breaks radically wihventional telescopes: rather than using
large, expensive dishes, LOFAR is built as a distributedssenetwork of simple antenna receivers [1].

This new design has important advantages. First, obtasfficient sensitivity at these low frequencies
with traditional dishes requires prohibitively large distzes, while the costs of a sensor network are
modest. Second, pointing is done electronically, and camh@nged instantaneously. Third, multiple
observations, even of different types, can be handled samebusly. Fourth, LOFAR is more flexible,
because most of the processing is done in software, ratharuking customized hardware.

Since the concept of LOFAR is so different from traditioredio telescopes, new astronomical science
can be done with it. First, LOFAR should be able to detectEpech of Re-ionization (EoR), the time
that the first star galaxies and quasars were formed. Set@¥AR’s large Field of View (FoV) makes

it uniquely suited to dall-sky surveys and to studytransient sources. A galactic event triggers the dump
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Fig. 1. Datapath of an aperture synthesis array.

of raw antenna data that can be examined afterward. ThiréFAROoffers a unique possibility in particle
astrophysics for studying the origin of high-energysmic rays. Neither the source, nor the physical
process that accelerates such particles is known. Foutrthekpected that LOFAR will find many new
pulsars, that can only be observed in LOFAR’s low frequency range. &more extensive description
of the astronomical aspects of the LOFAR system, see de Beuyal. [2].

LOFAR is composed of multiple antennas, structured in aah@dical way, to limit the costs of
data transport and processing. Thousands of antennas egesaey to obtain sufficient sensitivity. The
antennas are distributed over a large area to achieve adaanmgsolution of arcseconds accuracy with
an acceptable spatial coverage. However, combining thee afaéll individual antennas centrally would
require too much network bandwidth and would result in egimescomputational requirements. Therefore,
multiple antennas are grouped and form a so-called stafiooh an array of antennas is often called a
phased array. Within a station, the information of all indinal antennas is weighted and summed. As a
consequence, a spatial selection on the sky is made. Thisesdhe instantaneous FoV of each station,
but the FoV is still large compared to other telescopes. Tdta df all stations are locally combined.
This hierarchical structure significantly reduces the mekwbandwidth and the processing requirements.

Figure 1 shows the processing chain of an aperture synthasig. The analog part covers the (low
noise) amplification, filtering, analog signal transpordédurther signal conditioning functions before
the signal is converted into the digital domain. From théhe, signals are digitally conditioned before
entering the correlator. Typical operations in LOFAR digjprocessing are filtering, frequency selection,
and beamforming. In the correlator, all signals are coreelavith each other. Furthermore, the correlation
results are calibrated for instrumental and environmegftatts in the post-processing stage. Additionally,
known sources are subtracted to enhance the dynamic rangéheX post-processing task is to transform
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the correlation products into an image.

The heart of LOFAR will be installed in the Northern part oktiNetherlands. A total of at least
36 station fields are distributed along 5 log-spiral armdveitdiameter of approximately 100 km. The
station fields are centrally condensed, following a logianit distribution, resulting in an inner area of
2 km diameter where about 50% of the stations are located ifhier area (the central core) can be
operated for dedicated experiments yielding more datataéps than what is achievable with the outer
stations. This makes the core suitable for all-sky momtpmprograms. The core can also be used to
calibrate the large ionospheric phase fluctuation that @vottherwise lead to severe decorrelation when
correlating remote stations. The adopted calibration mehdoes not depend on this approach, but the
core has sufficient sensitivity to leverage sensitivitytef thuch smaller remote stations for the calibration
of the ionospheric phase screen. Since the distance ovaNithe-Area Network (WAN) between the
core and the central processing location is limited, highemdwidths can be afforded from the core
stations than from the remote stations. The extra bandwidth be used to split a core station into
two independent arrays, effectively doubling the numbestations in the core. Since other European
institutes also show interest and are building LOFAR stetjdhe maximal baseline of LOFAR will be
extended, possibly to 1000 km.

All station data are transported to the central processiogtion via a WAN, which uses owned and
leased light paths. At a central location, the station datacambined and processed. The processing
is done by a supercomputer, surrounded by clusters of efshelf computers. The processing will
accommodate several pipelines: for imaging modes, foraieady beamforming, and for more specialized
modes.

The remainder of this paper describes the station proapssire real-time correlator, the offline

postprocessing, and a description of the current state.

II. STATION PROCESSING

In the LOFAR stations electromagnetic signals are recebyednultiple dipoles. At station level the
signals from all of these dipoles are combined by beam fagnbinreduce the data rate and processing

required. The main station architecture is depicted in Fedu

A. Antennas

LOFAR operates in the 10 to 240 MHz range, excluding the 88-MI6iz FM radio band. Since the

sensitivity range spans 5 octaves, two types of antennas @ereloped: the Low-Band Antenna (LBA)
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Fig. 2. LOFAR station architecture. The third dimensionresgnts the subbands made in the filterbank.

that is optimized for 30-80 MHz, and the High-Band Antenn8&hithat is optimized for 120-240 Mhz.

To accommodate science below 30 MHz, an extra provision iderfar a third antenna, also referred
to as the Low-Band Low (LBL) antenna. In that context the LBAaiso referred to as Low-Band High
(LBH) antenna. All antennas are designed for two polanzedi In total, 96 LBAs and 48 HBAs will be

installed in a station.

Each LBA consists of one dipole per polarization, but eachAHB organized as a tile, wherein
16 antenna elements are combined using analog beamfortoinyigld a comparable effective area for
both the LBAs and HBAs. The use of a digital beamformer for A tiles would be too expensive.
The beamforming is done locally near the tile, to reduce thelver of cables to the central station
location, where the receivers are installed in cabinetsh Boe LBA and HBA tile signals are pre-filtered
and amplified near the antenna, prior to transportation ogaxial cables to the cabinets.

Within a station, the LBAs are placed in a randomized wayhwiponentially increasing distances [3].
The diameter of an LBA field is approximately 85 m. The HBA dil@ill be installed as a dense and
regular array with a size of about 50 m in diameter for the renstations. In the core stations, the HBA

field will be split into two arrays with a diameter of 38 m each.
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the optimized range).

B. Receiver

In interferometry it is important to keep the signal pathsiagn (electrical) characteristics (because
differences between signals received are measured). Huisipplies to the signals before beamforming.
Any difference in gain or phase introduced prior to the beaamfng operation will degrade the signal-
to-noise ratio (here defining “signal” as the signal of ietdr the sky noise, and the “noise” as the noise
generated by the system). For these reasons early sampiihgigitization is preferred and therefore
done prior to beamforming in the LOFAR stations (an exceptoe the HBA arrays, where an analog
beamformer stage is used as well for cost reasons).

For the receiver a wide-band direct digital conversion ieckure is adopted. This reduces the number
of analog devices used in the signal path. The maximum sampdite is 200 MHz, which is sufficient
to directly convert the analog signals. To fill the gaps inastn the Nyquist zones, a sample frequency
of 160 MHz can be chosen as well. The Nyquist zones | to Il & &/D converter with a sample
frequency of 200 MHz and 160 MHz respectively are depicteBigure 3.

Since the LOFAR stations are installed in populated ardees diynamic range of the A/D converter
must be sufficient to handle the Radio Frequency InterfergiRi=I) signals in the bands of interest.
Hence, the A/D converter converts the analog signal into-hitLgigital signal.

The three types of antennas are all connected via coaxié@<éd the receiver, which selects one out
of the three antenna inputs (LBL, LBH, and HBA). After seiegtan antenna, the signal is filtered with
one of the integrated filters. These filters select one of dlie &vailable observing bands. After filtering,
the signal is amplified and filtered again to reduce the odiasfd noise contribution (anti-aliasing). A

pre-amplifier in front of the A/D converter converts the dargnded signal into a differential signal prior
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Fig. 4. lllustration of 4 subbands and the error which isadtrced by approximating the time delays by phase shifts per
subband (the black line on the right hand side is the ideasg)hda he left picture shows the power spectrum, while thbtrig

picture shows the phase as function of frequency.

to A/D conversion.

C. Digital Processing

To form a phased array at station level, the analog antegnalsi are delayed and added, which results
in a beam on the sky. Moreover, the beamformer is able to tsackces on the sky and can exchange
beams for bandwidth.

A beamformer can be implemented by using true time delaysyadplying phase shifts on narrow
subbands. The time resolution required for using true tirakyd is smaller than the time resolution
available (one over 200 MHz). On the other hand, phase staftsbe applied only if the subband width
is narrow enough. The error which is made at the edges of aedubasd is shown in Figure 4, since
the phase is frequency dependent and only one phase can per setbband. The choice between both
approaches depends also on the frequency resolution e€gfuirther down the stream.

The correlator in the LOFAR system is an FX correlator as [gared in Section Ill. The correlator
uses a frequency resolution of less than 1 kHz. This frequessolution is sufficient for a beamformer
implemented by phase shifts. However, implementing a fitek with this resolution for each antenna
signal path is extremely expensive. For a phase shift beameio a frequency resolution of order 200 kHz
is sufficient, which is determined by the error made at theesdyf each subband. Hence, it was chosen
to use a first stage filterbank which operates at antenna levedsult in a frequency resolution sufficient
for the phase shift beamforming. The remainder of the reguirequency resolution before the correlator
is achieved by a second-stage filterbank, which operatesatiors beams (which are a factor 48 smaller
than the number of antennas). Since no extra significant r@ahaction is done after the second stage

filterbank, that functionality is implemented in the cehsgstems.
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The first-stage filterbank in the stations splits up the tbtald into 512 equidistant subbands, resulting
in 195 kHz subbands for the 200 MHz sample frequency and 156fkHhe 160 MHz sample frequency.
The filterbank is efficiently implemented as a Poly-Phasteilnk (PPF) on Field Programmable Gate
Arrays (FPGA).

The observer selects a subset of the 512 subbands from thstdige PPF. The selected subbands can
be arbitrary over the band and will add up to a total of 32 MHhke Tapacity of the central correlator
matches this bandwidth.

To form beams, the antenna signals are combined in a com@ighted sum for each selected subband.
Each subband gets its own phase shift and all subbands atedrindependently of each other. In this
way, the number of pointings on the sky can be exchanged sighim bandwidth per pointing, i.e. a user
can choose between 1 beam of 32 MHz to a maximum of 8 beams of 2. NIkt number of beams
is limited by the processing power of the Local Control Umitiich has to calculate the weights each
second, given a certain direction on the sky.

The weights applied in the beamformer have a phase compa@meha gain component. Both are
also used to correct for gain and phase differences in alintizidual analog signal paths. The gain
and phase differences are determined by a station catibratgorithm [4], which runs online with the
observations. As an input to the station calibration atbarithe full cross correlation matrix of all dipoles
in the stations is calculated for one subband each secomth. &&xond, another subband is selected, so
that the station calibration algorithm loops over the catwlband in about 512 seconds. Additionally,

the cross correlation algorithm will be used for Radio Fegey Interference (RFI) detection as well [5].

I1l. CENTRAL PROCESSING THE CORRELATOR

The station data are sent over a dedicated WAN to the cenmtvaépsor for further processing. Figure 5
shows the processing steps that take place at the diffeoemputer clusters within the central processor.
The central processor is divided in an online (real time) afflithe part. The online part reduces the data
volume to an amount that can be stored on a PetaByte-sizeastaystem, which provides space for
three to five days of data. After the observation is finishiee data are further processed (see Section V).

In the standard imaging mode, the main task in the online ipaxt correlate all data [6]. Classical
radio telescopes use an XF correlator, meaning that firstdheelation and integration of the signals is
done in time domain (X), after which the Fourier transforn) {§ accomplished to get a cross power
spectrum out of the correlator. This is still an economicaltractive technique for radio telescopes with

a limited number of input signals to the correlator. However LOFAR an FX correlator (first Fourier
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Fig. 5. Clusters in the central processor.

transform and then correlating the resulting channelsgusrble in terms of processing requirements, at
the expense of data transport (the signals must be regrqugrezhannel instead of per antenna, resulting
in a collective transpose operation).

LOFAR uses a 12,288-core IBM Blue Gene/L (BG/L) supercorapfdr the real-time data processing,
unlike traditional telescopes that typically use custa@dihardware. The desire for a flexible and recon-
figurable instrument demandssaftware solution, but the data rates and processing requiremenip&lo
a supercomputer. The BG/L provides 34 TFLOPS peak perfacmand has a fast internal interconnect:
the 3-D torus. A total of 768 Gigabit Ethernet interfaces arailable for external 1/0. Each processor is
extended by two double-precision floating point units that wery suitable for signal processing, since
a variety of operations on complex numbers are natively stpg. The BG/L is surrounded by an input
cluster and a storage cluster.

The input section (see Figure 5) receives all station dathdhe sent via the WAN. LOFAR uses the
UDP datagram protocol over the WAN, which is an unreliablet@col. Using a reliable protocol like
TCP would complicate the design of the processing boardbeaistations significantly, because TCP
requires bi-directional communication (unlike UDP) anede buffering of large amounts of transmitted
data (to be able to retransmit lost packets). Since in padgw (less than 0.001%) packets are lost
and occasional loss of data does not harm the astronomieditygaf the data, UDP is used. The input
section handles duplicated, missing, and out-of-order paEkets. Lost data are appropriately flagged
as being “invalid”, and the remainder of the processing lpipehandles this accordingly. The data are
received into a circular buffer, that holds the most recénseconds of data.

The buffer serves three purposes. First, since a wave froeleat@l source is received by the stations
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The numbers are valid for the 200 MHz mode.

at different times, the buffer is used to compensate for ime difference. The delay depends on the
observation direction and the station positions, and casiegntinuously due to the rotation of the earth.
The bulk of the delay is corrected by shifting the read painfehe buffer by an entire amount of samples
(the remaining delay is corrected by a phase shift latergoB8&, the buffer is used to synchronize the
station data, since data from different stations have miffetravel times over the WAN links. Third,
it provides some headroom to recover from small hiccups énrdmainder of the processing pipeline,
without data loss.

Each input node receives all subband data of one statiorortumiately, this data distribution is not
suitable for the correlator, because the correlator neeeisiata of one subband and all stations. Also,
hundreds of CPUs are necessary to correlate all subbands, fiie next step is to redistribute (transpose)
all data over the CPUs, using a fast interconnect.

Currently, the input buffer and the transpose are performed small-scale input cluster, but in a
prototype implementation, the input cluster is bypasset ifunctionality is moved to the BG/L. A
redesign of the network system software was required to leetalieceive the station data directly on the
BG/L, to achieve sufficient external I/0 bandwidth, and tor@ase flexibility [7]. The internal 3-D torus

network is used for the transpose, and is very well able ttaguthe required switching rates. Not having
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to build a full input cluster when more LOFAR stations are edigields a substantial cost saving.

All compute-intensive operations are performed on the BQ/he first compute-intensive operation
is the second-stage Poly-Phase Filter (PPF), that splith €85 kHz (resp. 156 kHz) subband into
256 channels of 763 Hz (resp. 610 Hz) wide. Splitting the ambls into narrow frequency channels
allows flagging of narrow-band RFI without much data loss (Section IV-B). The PPF filter consists
of 256 Finite Impulse Response (FIR) filters and a Fast Foumansform (see Figure 6). Each FIR
filter is a 16-tap band pass filter. The incoming samples anadoobin distributed over the FIR filters;
the outputs are Fourier transformed. Using a Fourier taansionly would lead to a significant amount
of leakage between the channels, therefore filterbanks sad. o achieve optimal performance, both
the FIR filter and the FFT are programmed in assembly. The F&diimplicitly convert the station
samples from 16+16-bit complex integers to 32+32-bit fligdpoint numbers, since the BG/L performs
floating-point computations faster than integer operatiddouble (64-bit) precision is not required for
these filters.

The second-stage PPF was originally designed to run at étierss. However, after appreciating the
really high performance of the BG/L in practice, and aftalimng that sufficient computational power
was left, a considerable cost reduction was achieved by mgatfie second-stage PPF from the station
design to the BG/L. The ease with which this was achievedtiifies the benefits of a flexible software
telescope; customized hardware designs are much harddafi. a

After the subbands are split into narrow channels, the nedeatiof the delays are compensated, by
shifting the phase of each sample, also known as fringe stgpfphe correction factor depends on time
and frequency. The delays are computed exactly for the hegjrand ending of each integration period
(typically: one second), and interpolated both in time adldafnel) frequency such that the phase of
each sample is corrected by an accurate factor.

After the phase correction, the data are correlated, byiphyitig the samples of each station with
the complex conjugate of all other stations. To reduce thpuiwata rate, the correlations are typically
integrated over one second. Since the cross correlatioatibis A and B is the complex conjugate
of station B and A, only the former is computed. Autocorrelations are comgwe well, but treated
separately since they require only half the amount of coatputs. The computational requirements of
the correlator grow quadratically with the number of stasioand dominate the total online processing
demands (see Figure 7). The correlator, which is also impiged in assembly, is extremely efficient: it
achieves 98% of the floating-point peak performance [6].

The correlated data are sent to another cluster, the st@@g®n, and are written to disk. This is
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where the real-time pipeline ends. Eventually, the stossgtion will be able to store about one Petabyte

of data, so that after an observation, several days areablaito calibrate and image the data.

IV. CENTRAL PROCESSING CALIBRATION

With LOFAR, calibration for radio astronomical instrumsnters a new regime. The offline processing
has to deal with a number of challenges [8], [9], [10]. Firbta, the data volumes are huge. A typical
observation in imaging mode produces tens of Thytes of ie@ data. Second, compared to traditional
steel dishes, the phased array station beams are far maeablealin time, in frequency, as well as over
the different stations), they have a high degree of instntaigolarization that varies with scan angle,
and they have relatively high sidelobes. All these issuesplicate the processing of the data, especially
since a high dynamic range must be reached.

The third category of challenges lies in the sky itself. Ag¢ tbw frequencies where LOFAR observes
there are very bright sources so that a high dynamic rangehemte, a high accuracy is needed to see
the faint background sources. The sky will also be filled vétlarge number of sources, giving rise to
confusion. Last, but not least, the Earths ionosphere sssialefocusses the images.

These challenges imply that for LOFAR existing processingtagies and algorithms must be recon-
sidered and new strategies and algorithms have to be dedkldperefore, the LOFAR offline processing
is still a work in progress of which the current status is preésd here.

Note: in the radio astronomical community a correlated dataple is called a visibility and it is
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measured on a baseline: the vector between the two statiatidas from which the two signals that are

correlated originate.

A. Processing large data volumes

The total amount of data that is produced is determined bydte number of stations that are used
in the observation. This number depends on the particulatenod observation. The correlator produces
a data stream of the order of a few Gbyte/s, which yields ofdrder of several tens of Thytes of
data after a typical observation of four hours. Since a paantadata storage is not part of the LOFAR
telescope these data volumes have to be processed neameakFtrtunately, the non-imaging LOFAR
applications are not so data intense, so that for every 1 bbobservation approximately 4 hours are
available to further process the data offline. With this imdndata I/O becomes an issue. Obviously the
data needs to be processed in a parallelized and distrilagdminimizing the 1/0O that is needed [11],
[12].

Data can be distributed over a large number of processingsioda number of ways. Distribution over
baselines is not very suitable for imaging, where data frrhaselines must be combined to produce an
image. Distribution over time has the disadvantage thabugeteral Gbytes/s have to be sent to a single
processing node. Frequency, therefore, seems to be thevagsThis distribution scheme matches with
the design of the correlator. It is also a convenient scheméhke imager, where images are created per
(combined) frequency channel.

A consequence of distribution over frequency is that in thié-calibration step solver equations from
different compute nodes may need to be combined allowinignagbn of parameters using data that is
distributed over several nodes. The combining of solveraégns, however, involves far less data 1/0
then the underlying observed visibility data.

Even though the processing of the data will be done on a ldrg#er of computers, the total amount
of data can be such that the quality of the final result is etqueto be processing limited. This means
that for all the algorithms accuracy has to be weighted agahe amount of FLOPS needed. It also

means that the LOFAR instrument can be improved by upgraiiegprocessing cluster in the future.

B. Processing steps

LOFAR calibration is a joint estimation problem for both inenental parameters, environmental (e.g.
ionospheric) parameters, and parameters for celestiedasguAt its heart lies the “Measurement Equation”

that is used to model the observed data [13]. A detailed geser of all steps involved can be found
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in [9]. A signal processing data model and a Cramer-Rao Idveemd analysis are given in [14]. The
latter paper also provides a good introduction to the signatessing aspects of LOFAR calibration.

The current LOFAR calibration strategy consists of thedwlhg steps. The first step consists of
removing bad data points, which are due to e.g. RFI. Aftes gtép the contaminating contribution of
a couple of very strong sources (like CasA, CygA, TauA, VitAat enter through the station beam
sidelobes needs to be removed. Since modelling the statiamlsidelobes is infeasible due to the large
number of parameters involved, the combined effect of thecas and the instrumental effects has to
be estimated and subtracted from the data.

Once the interfering signals are removed from the data,akeeid further integrated. The final resolution
is determined by bandwidth and time-average smearing nemeints that follow from the desired FoV
and the maximum baseline [15]. In the frequency directiendata may be reduced by maximal one order
of magnitude. In principle the data is also integrated althregtime axis. Here, however, the effect of the
ionosphere has to remain constant over the integratiomghefihe maximal reduction factor determined
by time-average smearing is also maximally one order of rtage.

The remaining calibration steps are performed iterativiels process called the “Major Cycle”. First,
the instrumental parameters, the environmental paramesed parameters for the brightest celestial
sources are estimated, using the visibility data. Therr dffte brightests sources are removed from the
visibility data, an image is constructed. Finally, the paeters of the faint celestial sources are estimated
using the image data. Since not all parameters are estirjately, the Major Cycle will be traversed a
number of times in order to iteratively refine the estima&s [[LO].

After initial operation of the LOFAR instrument the paraerst for the strongest sources will be
known. From then on the strongest sources in the FoV can ki tasestimate ionospheric parameters,
instrumental parameters, and to refine the estimate fortétios beams that is available from the station
calibration. It is the direction dependent estimation ofdspheric parameters that is the most challenging
part of this estimation problem.

In [14] it is shown that the unconstrained direction dependmlibration problem is ambiguous.
However, three physical constraints to get an unambiguolugien are presented:

1) use a calibrated subarray to calibrate the rest of the,arra

2) use assumptions on the structural dependence of a cedaumpting effect, e.g. the ionosphere,

3) use polynomial smoothing on larger time / frequency domai

In the first approach the LOFAR core is calibrated first, whese is made of the fact that the core

stations all share the same ionosphere. This is a simpldrlggo Van der Tolet al. [14], [16] show
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that in this case the remote stations can be calibratedjda@duhe number of independent calibration
directions is less then the number of core stations.

In the second approach, use is made of the fact that the effettte ionosphere has a predictable
frequency dependence [16]. The number of parameters tlealt toebe estimated may be further reduced
by using suitable base functions for the spatial dependefite ionosphere. The use of Karhunen-Loeve
base functions seems very promising in this respect [17].

In the third approach, multiple samples in frequency ancetiane combined in a joint estimation,
where the time and frequency dependence is modelled by elgngmials and in this way the number
of parameters that need to be estimated is reduced from lnpesfdual sample to the polynomial
coefficients for all samples together. Here use can be made ffrior knowledge that not all parameters
vary on the same time and frequency scales. In [14] it is tepdnowever that this approach needs good
initial estimates, since for instance the continuous phmgnomial is ambiguous to integer multiples
of 2.

The sky image is the Fourier transform of the visibility doamaDue to the fact that the visibility
domain is only discretely sampled, sources in the sky imageanvolved with a Point Spread Function
(PSF). The contribution from sources that have PSF far sl that are higher than the image noise
level should be subtracted from the visibility data in ortteimprove the dynamic range of the image.
Using the solutions to the parameter estimation problenctrgributions from the strongest sources in
the FoV are removed from the visibility data. The remainiagidual visibility data is then corrected and
imaged.

One visibility sample contains the combined contributiooni all sources in the sky. Since LOFAR
has a large FoV, the contribution from different sourcesisotdted by different ionospheric and beam
effects. When imaging the visibility data, however, it idyopossible to correct the data for one direction
in the sky. This would mean that the image would be sharp ferdihection of correction and the image
quality would degrade outwards. To overcome this problenrAR images will be made in small facets,
where the data can be corrected for the center of each facet.

Facet imaging is a well known technigue to overcome smeagfferts that are due to the fact that
the baselines are non-coplanar [15]. However, the nonacaplbaseline problem is better solved by the
w-projection algorithm [18]. Applying the w-projectiondenique per facet ensures that the maximum
facet size is not restricted by the effect of the non-copldraselines, but the facet size will only be
determined by the variability of the station beam and thesphere.

The facet size is far smaller then the total FoV, which alldies data to be further integrated in both
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Fig. 8. Picture of the LBA antenna field at one of the stations.

time and frequency. However, since for every facet a new settegrated, corrected data is constructed
the total amount of data will be approximately the same aduheesolution, observed data.

Once the image is produced, source finding and source artreadorithms will be used to estimate
source parameters for the faint sources and refine the pteaesimates for the bright sources. This

results in an updated source model and a new cycle of the Majole is entered.

V. CURRENT STATE AND FUTURE WORK
A. Core Sation 1

Currently, four partially-built stations, also referreal &s Core Station 1 (CS1), are functional [19].
One of those stations contains the hardware to observe BiltBAs or with 6 HBA tiles and 30 HBA
elements. Figure 8 shows the LBA field of this station.

The other 3 stations are equipped with 16 LBAs and 4 HBA elémeach. To create more baselines
and achieve better spatial coverage, all stations can liteirsiol four microstations. This yields 16 mi-
crostations, which are treated the same as real statiof®inrtline and offline processing pipelines.

The WAN infrastructure from the field towards the centraldtion is realized for all four stations.
At the central location, part of the input cluster and offliclester are built, to match with the data
streams coming from the field. These clusters will be scafedvlien more stations become available.
Six BG/L racks are available for the main part of the onlinegassing. The BG/L is capable of handling

all foreseen future data rates.
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Observed

Fig. 9. All sky images from the LOFAR CS1 configuration usirg@hburs and about 20 subbands of data. Observed: an image
of the flagged, non-calibrated data. Calibrated: an imagheflagged, calibrated data showing CasA and CygA. Residnal

image of the flagged, calibrated data where CasA and CygAemmeved from the data. Images courtesy of S.B. Yatawatta.

Many LBA commissioning observations have been done so fae development of the HBA was
finished last year and the commissioning of the HBA tiles i$ shgoing. Currently all the equipment
in the field is operational.

Figure 9 shows a series of images that were made from datg G8d [20]. In total 16 microstations,
each consisting of a single dipole with essentially an ayl BkV, were used. The images are centered
on the North Celestial Pole and contain 48 hours and aboutiBBamds of data. First the data is flagged
for RFI and an image of the flagged-only data is shown on the(lebserved”).

Calibration is performed in two steps. In the first step, anpeource model is used for both CasA and
CygA, both at 20000 Jy flux and no polarization. An analytivehm shape is used and a single complex
gain per station for the whole sky is estimated. In this wayeatimate for the instrumental complex
gains (e.g. due to clock drifts) and ionospheric phase rdiffees is obtained. After correcting the data, a
second step is performed where the complex gains in bothiteetidn of CasA and CygA are estimated.
In this second step no assumptions on the beam are made.g~middle image (“calibrated”) the data
is corrected using the estimates for the direction of CasAhis middle image CasA and CygA can be
clearly seen as point sources.

CasA and CygA completely dominate the background souraess shey are at least 50 times stronger
then the strongest background source. After subtractiegdmtributions from CasA and CygA from the

data some 100 other sources become visible. This is showreinight panel (“residual”).
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B. International stations

There is a growing international interest in building sias outside the Netherlands. With these stations,
longer baselines can be established. The first interndtstadion, consisting of 96 LBA antennas, is
currently operational in Effelsberg (Germany) and will lenoected to the central processor soon. Two
additional German stations will be installed in Garchingl d&autenburg. More stations are planned in
Germany (Potsdam), Sweden, France, and the United Kingdodninterest is shown by Poland and Italy.

The international stations can operate in stand-alone rapgarticipate in the full LOFAR configuration.

C. Scaling LOFAR

In the course of this year, 18 stations will be manufactuned iastalled in the field. Also, the WAN
infrastructure and central processor facility will be sthlp to handle the data from the 18 stations and
the international stations. The remainder of the statioiisbe built in 2009.

The software development currently focusses on the imagide. In the course of this year significant

effort will be put in realizing the tied-array beamformingpde.
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